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The CliMA Coupler
Model & Coupling Goals

The land-sea breeze is caused by differential heating of the atmosphere by the land and 
ocean. We present here a three-component coupled simulation prototyping the sea breeze 
using a small, coarse domain as a first step towards a coupled LES sea breeze. This step 
up in our model hierarchy pushed our development of

1. Remapping spectral elements to/from finite volumes
2. Flux accumulation during atmospheric substeps within a coupling cycle
3. Remapping boundary masking and flux splitting
4. Unintrusive specification of coupled boundary conditions to modify standalone models

Remapping:
Supported Boundary Domains: 1D, 2D cartesian; spherical (conformal cubed 
sphere, … @valeria)
Supported Discretizations: Finite Volumes, Continuous & DIscontinuous Galerkin
Parallel application of remapping operators
Offline map generation

Time Integration:
Standardized/default methods for common coupled 
model systems
Concurrent methods

Build complexity in different ways

Interface:
Common structures for remapping between models with different dycores & 
internal data structures (“Infrastructure”)

A coupler is a software component of an Earth System Model 
(ESM) that communicates information between model components
and organizes their execution, synchronization, and output. 
Existing couplers include OASIS3-MCT, ESMF, CMEPS, FMS, and 
preCICE. 

A standalone coupling module facilitates:
- Independent development of ESM component models
- Composable, modular construction of coupled systems 

- Components each specify PDEs, time-steppers, 
discretizations, and grids

- Faster identification and assessment of numerics errors
- Easy model intercomparisons

- Parallel execution of component models
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Performance & Parallelism:

A coupler is a software component of an Earth System Model (ESM) that is responsible 
for communicates information between model components and organizes their 
execution, synchronization and output. Existing couplers include OASIS3-MCT, FMS, 
ESMF/NUOPC, PreCICE. 

Using a standalone coupling module allows: 
- Independent development of ESM component models in parallel
- Easy “mixing & matching” intercomparisons of using different ESM components, 

each with their own PDEs, time-steppers, discretizations, and grids, enabling: 
- A better identification and assessment  of numerics-induced errors
- Use of a hierarchy of models of different complexities to target individual physical 

processes - a useful research tool
- Optimal parallel execution of component models

Software GOALS: 
- Usability by non-expert users
- Compatibility and flexibility to use with other existing models
- Extendability of emerging numerical, computational and scientific advances 
- Performance - memory efficiency and speed of simulation
- Maintenance and integration safety 

● Usability
● Friendly development environment: 

i. Open source
ii. easy installation
iii.  Package manager

● Unified interface for running standalone or coupled simulations (ClimaSimulations.jl)
i. Top-level diagnostics specification

● Specify coupling in the same language as model construction. No XML or special config 
file types

● Compatibility & flexibility via modular design 
● Leverages existing tested packages: e.g. Julia Differential Equations ecosystem 
● Model backend agnostic (ClimaCore, Oceananigans, ClimateMachine, etc)
● Julia wrappers for other languages - Fortran, C
● Design for seamless integration of new data
● Efficient parameter passing for ML algorithms (ClimaParameters.jl)

● Extendability
● Facilitated via Julia’s multiple dispatch and method overloading

● Performance
● Compiled language 
● Julia multi-threading, MPI, GPU   

● Maintenance
● Safety

● Continuous integration - Bors, Buildkite, CodeCov, unit tests 
● Automatic unit conversion with Unitful.jl
● Error logs
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1 Couple component models
- Easily reuse standalone model codes
- Modify boundary conditions at coupled interfaces
- Specify coupling fields, maps, and connections

Flexibly define coupled time integrators
- Substep component models within a coupled iteration
- Accumulate fluxes in substepped models
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Transform coupled fluxes and states
- Remap fluxes between models conservatively and 

consistently
- Convert units and perform operations on fluxes 
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Output full system diagnostics
- Easily define coupled system and component model callbacks
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What is a coupler?

Single-column 2D, 3D Cartesian Box Spherical

1.5 (model + slab)
Advection-Diffusion + Slab Simple Sea Breeze Aquaplanet

2
Advection-Diffusion + Soil LES + LES Atmosphere + Land

3+
1D Coupled ESM Full Sea Breeze Fully Coupled ESM
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Model Complexity
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Atmospheric Potential Temperature, t = 300s

(a) Model setup. Initially, the atmosphere is at rest with a potential 
temperature of 270K and perturbed bottom 100m. The bottom of 
the domain is split between a cool ocean (267K) and warmer land 
(273K).

(b) Heating from the land warms the atmosphere creating an updraft 
on the righthand side of the domain. The ocean cools the bottom 
of the atmosphere above it.

Atmosphere
Horizontal spectral elements

Vertical finite differences

Slab Ocean
Finite volumes

Slab Land
Finite volumes

1km

1km

Bulk heat fluxes

P
er

io
di

c


