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Abstract. Solving inverse problems without the use of derivatives or adjoints of the forward model is highly
desirable in many applications arising in science and engineering. In this paper we propose a new
version of such a methodology, a framework for its analysis, and numerical evidence of the practicality
of the method proposed. Our starting point is an ensemble of overdamped Langevin diffusions
which interact through a single preconditioner computed as the empirical ensemble covariance. We
demonstrate that the nonlinear Fokker--Planck equation arising from the mean-field limit of the
associated stochastic differential equation (SDE) has a novel gradient flow structure, built on the
Wasserstein metric and the covariance matrix of the noisy flow. Using this structure, we investigate
large time properties of the Fokker--Planck equation, showing that its invariant measure coincides
with that of a single Langevin diffusion, and demonstrating exponential convergence to the invariant
measure in a number of settings. We introduce a new noisy variant on ensemble Kalman inversion
(EKI) algorithms found from the original SDE by replacing exact gradients with ensemble differences;
this defines the ensemble Kalman sampler (EKS). Numerical results are presented which demonstrate
its efficacy as a derivative-free approximate sampler for the Bayesian posterior arising from inverse
problems.

Key words. ensemble Kalman inversion, Kalman--Wasserstein metric, gradient flow, mean-field Fokker--Planck
equation
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1. Problem setting.

1.1. Background. Consider the inverse problem of finding u \in \BbbR d from y \in \BbbR K , where

y = \scrG (u) + \eta ,(1.1)

\scrG : \BbbR d \rightarrow \BbbR K is a known nonlinear forward operator, and \eta is the unknown observational
noise. Although \eta itself is unknown, we assume that it is drawn from a known probability
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ENSEMBLE KALMAN SAMPLER 413

distribution; to be concrete, we assume that this distribution is a centered Gaussian: \eta \sim 
N(0,\Gamma ) for a known covariance matrix \Gamma \in \BbbR K\times K . In summary, the objective of the inverse
problem is to find information about the truth u\dagger underlying the data y; the forward map \scrG ,
the covariance \Gamma , and the data y are all viewed as given.

A key role in any optimization scheme for solving (1.1) is played by \ell (y,\scrG (u)) for some
loss function \ell : \BbbR K \times \BbbR K \mapsto \rightarrow \BbbR . For additive Gaussian noise the natural loss function is1

\ell (y, y\prime ) =
1

2
\| y  - y\prime \| 2\Gamma ,

leading to the nonlinear least squares functional

(1.2) \Phi (u) =
1

2
\| y  - \scrG (u)\| 2\Gamma .

In the Bayesian approach to inversion [46] we place a prior distribution on the unknown
u, with Lebesgue density \pi 0(u); then the posterior density on u| y, denoted \pi (u), is given by

(1.3) \pi (u) \propto exp
\bigl( 
 - \Phi (u)

\bigr) 
\pi 0(u).

In this paper we will concentrate on the case when the prior is a centered Gaussian N(0,\Gamma 0),
assuming throughout that \Gamma 0 is strictly positive-definite and hence invertible. If we define

(1.4) R(u) =
1

2
\| u\| 2\Gamma 0

and

(1.5) \Phi R(u) = \Phi (u) +R(u),

then

(1.6) \pi (u) \propto exp
\bigl( 
 - \Phi R(u)

\bigr) 
.

Note that the regularization R(\cdot ) is of Tikhonov--Phillips form [30].
Our focus throughout is on using interacting particle systems to approximate Langevin-

type stochastic dynamical systems to sample from (1.6). Ensemble Kalman inversion (EKI),
and variants of it, will be central in our approach because these methods play an important role
in large-scale scientific and engineering applications in which it is undesirable, or impossible,
to compute derivatives and adjoints defined by the forward map \scrG . Our goals are to introduce
a noisy version of EKI which may be used to generate approximate samples from (1.6) based
only on evaluations of \scrG (u), to exemplify its potential use, and to provide a framework for its
analysis. We refer to the new methodology as ensemble Kalman sampling (EKS).

1For any positive-definite symmetric matrix A we define \langle a, a\prime \rangle A = \langle a,A - 1a\prime \rangle = \langle A - 1
2 a,A - 1

2 a\prime \rangle and \| a\| A =

\| A - 1
2 a\| .
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414 A. GARBUNO-INIGO, F. HOFFMANN, W. LI, AND A. M. STUART

1.2. Literature review. The overdamped Langevin equation provides the simplest exam-
ple of a reversible diffusion process with the property that it is invariant with respect to
(1.6) [79]. It provides a conceptual starting point for a range of algorithms designed to draw
approximate samples from the density (1.6). This idea may be generalized to nonreversible
diffusions, such as those with state-dependent noise [27], those which are higher order in time
[76], and combinations of these two [33]. In the case of higher order dynamics the desired
target measure is found by marginalization. There are also a range of methods, often going
under the collective names Nos\'e--Hoover--Poincar\'e, which identify the target measure as the
marginal of an invariant measure induced by (ideally) chaotic and mixing deterministic dy-
namics [54] or a mixture of chaotic and stochastic dynamics [56]. Furthermore, the Langevin
equation may be shown to govern the behavior of a wide range of Monte Carlo Markov chain
(MCMC) methods; this work was initiated in the seminal paper [85] and has given rise to
many related works [86, 87, 6, 5, 7, 66, 80, 76]; for a recent overview see [97].

In this paper we will introduce an interacting particle system generalization of the over-
damped Langevin equation and use ideas from ensemble Kalman methodology to generate
approximate solutions of the resulting stochastic flow, and hence approximate samples of
(1.6), without computing derivatives of the log likelihood. The ensemble Kalman filter was
originally introduced as a method for state estimation and later extended as the EKI to the
solution of general inverse problems and parameter estimation problems. For a historical
development of the subject, the reader may consult the books [32, 70, 63, 53, 84] and the
recent review [11]. The Kalman filter itself was derived for linear Gaussian state estimation
problems [47, 48]. In the linear setting, ensemble Kalman based methods may be viewed as
Monte Carlo approximations of the Kalman filter; in the nonlinear case ensemble Kalman
based methods do not converge to the filtering or posterior distribution in the large particle
limit [31]. Related interacting particle based methodologies of current interest include Stein
variational gradient descent [61, 60, 24] and the Fokker--Planck particle dynamics of Reich
[83, 78], both of which map an arbitrary initial measure into the desired posterior measure
over an infinite time horizon s \in [0,\infty ). A related approach is to introduce an artificial time
s \in [0, 1] and a homotopy between the prior at time s = 0 and the posterior measure at time
s = 1 and write an evolution equation for the measures [20, 81, 28, 52]; this evolution equation
can be approximated by particle methods. There are also other approaches in which optimal
transport is used to evolve a sequence of particles through a transportation map [82, 65] to
solve probabilistic state estimation or inversion problems as well as interacting particle systems
designed to reproduce the solution of the filtering problem [19, 98]. The paper [23] studies
ensemble Kalman filters from the perspective of the mean-field process and propagation of
chaos. Also of interest are the consensus-based optimization techniques, which are given a
rigorous treatment in [12].

The idea of using interacting particle systems derived from coupled Langevin-type equa-
tions is introduced within the context of MCMC methods in [55]; these methods require
computation of derivatives of the log likelihood. In [26], concurrent with this paper, the inter-
acting Langevin diffusions (2.3), (2.4) below are studied, with the goal being to demonstrate
that the preconditioning removes slow relaxation rates when they are present in the standard
Langevin equation (2.1); such a result is proved in the case when the potential \Phi R is quadratic
and the posterior measure of interest is Gaussian. A key concept underlying both [55] and
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[26] is the idea of finding algorithms which converge to equilibrium at rates independent of
the conditioning of the Hessian of the log posterior, an idea introduced in the affine invariant
samplers of Goodman and Weare [35].

Continuous-time limits of ensemble Kalman filters for state estimation were first intro-
duced and studied systematically in the papers [10, 81, 8, 9]; the papers [8, 9] studied the
``analysis"" step of filtering (using Bayes' theorem to incorporate data) through introduction
of an artificial continuous time; the papers [10, 81] developed a seamless framework that inte-
grated the true time for state evolution and the artificial time for incorporation of data into a
modeling framework. The resulting methodology has been studied in a number of subsequent
papers; see [22, 23, 21, 93] and references therein. A slightly different seamless continuous-
time formulation was introduced and analyzed a few years later in [53, 49]. Continuous-time
limits of ensemble methods for solving inverse problems were introduced and analyzed in the
paper [89]; in fact, the work in the papers [8, 9] can be reinterpreted in the context of ensem-
ble methods for inversion and also results in similar, but slightly different, continuous-time
limits. The idea of iterating ensemble methods to solve inverse problems originated in the
papers [16, 29], which focused on applications to oil reservoirs; the paper [43] describes, and
demonstrates the promise of, the methods introduced in those papers for quite general inverse
problems. The specific continuous-time version of the methodology, which we refer to as EKI
in this paper, was identified in [89].

There has been significant activity devoted to the gradient flow structure associated with
the Kalman filter itself. A well-known result is that for a constant state process, Kalman
filtering is the gradient flow with respect to the Fisher--Rao metric [52, 38, 71]. It is worth
noting that the Fisher--Rao metric connects to the covariance matrix; see details in [3]. On the
other hand, optimal transport [96] demonstrates the importance of the L2-Wasserstein metric
in probability density space. The space of densities equipped with this metric introduces an
infinite-dimensional Riemannian manifold called the density manifold [51, 75, 57]. Solutions to
the Fokker--Planck equation are gradient flows of the relative entropy in the density manifold
[75, 45]. Designing time-stepping methods which preserve gradient structure is also of current
interest; see [78] and, within the context of Wasserstein gradient flows, [59, 94, 58]. The subject
of discrete gradients for time-integration of gradient and Hamiltonian systems is developed
in [40, 34, 67, 37]. Furthermore, the papers [89, 88] study continuous-time limits of EKI
algorithms and, in the case of linear inverse problems, exhibit a gradient flow structure for
the standard least squares loss function, preconditioned by the empirical covariance of the
particles; a related structure was highlighted in [8]. The paper [39], which has inspired aspects
of our work, builds on the paper [89] to study the same problem in the mean-field limit; their
mean-field perspective brings considerable insight, which we build upon in this paper. The
recent work [25] studies the mean-field limit of EKI and makes a connection to the appropriate
Fokker--Planck equation, whose solution characterizes the distribution in the mean-field limit.

In this paper, we study a new noisy version of EKI, called the ensemble Kalman sampler
(EKS), and related mean-field limits, with the aim of constructing methods which lead to
approximate posterior samples, without the use of adjoints, and overcoming the issue that
the standard noisy EKI does not reproduce the posterior distribution, as highlighted in [31].
We emphasize that the practical derivative-free algorithm that we propose rests on a particle-
based approximation of a specific preconditioned gradient flow, as described in section 4.3
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416 A. GARBUNO-INIGO, F. HOFFMANN, W. LI, AND A. M. STUART

of the paper [50]; we add a judiciously chosen noise to this setting, and it is this additional
noise which enables approximate posterior sampling. Related approximations are also studied
in the paper [78], in which the effects of both time-discretization and particle approximation
are discussed when applied to various deterministic interacting particle systems with gradient
structure. In order to frame the analysis of our methods, we introduce a new metric, named
the Kalman--Wasserstein metric, defined through both the covariance matrix of the mean-field
limit and the Wasserstein metric. The work builds on the novel perspectives introduced in
[39] and leads to new algorithms that will be useful within large-scale parameter learning and
uncertainty quantification studies, such as those proposed in [90]. Since the completion of this
work, several papers have appeared studying related problems: in N\"usken and Reich [69] a
correction for finite particle size is introduced; Ding and Li (https://arxiv.org/abs/1910.12923)
study the limit of an infinite number of particles; and Carrillo and Vaes (https://arxiv.org/
abs/1910.07555) study the stability of solutions with respect to perturbations in the initial
condition.

1.3. Our contributions. The contributions in this paper are as follows:
\bullet We introduce a new noisy perturbation of the continuous-time EKS algorithm, leading

to an interacting particle system in stochastic differential equation (SDE) form, the
EKS.

\bullet We also introduce a related SDE, in which ensemble differences are approximated by
gradients; this approximation is exact for linear inverse problems. We study the mean-
field limit of this related SDE and exhibit a novel Kalman--Wasserstein gradient flow
structure in the associated nonlinear Fokker--Planck equation.

\bullet Using this Kalman--Wasserstein structure, we characterize the steady states of the
nonlinear Fokker--Planck equation and show that one of them is the posterior density
(1.6).

\bullet By explicitly solving the nonlinear Fokker--Planck equation in the case of linear \scrG , we
demonstrate that the posterior density is a global attractor for all initial densities of
finite energy which are not a Dirac measure.

\bullet We provide numerical examples which demonstrate that the EKS algorithm gives good
approximate samples from the posterior distribution for both a simple low-dimensional
test problem and a PDE inverse problem arising in Darcy flow.

In section 2 we introduce the various stochastic dynamical systems which form the basis of
the proposed methodology and analysis: subsection 2.1 describes an interacting particle system
variant on Langevin dynamics; subsection 2.2 recaps the EKI methodology and describes the
SDE arising in the case when the data is perturbed with noise; and subsection 2.3 introduces
the new noisy EKS algorithm, which arises from perturbing the particles with noise rather
than perturbing the data. In section 3 we discuss the theoretical properties underpinning the
proposed new methodology, and in section 4 we describe numerical results which demonstrate
the value of the proposed new methodology. We conclude in section 5.

2. Dynamical systems setting. This section is devoted to the various noisy dynamical
systems that underpin the paper: in the three constituent subsections we introduce an inter-
acting particle version of Langevin dynamics, the EKI algorithm, and the new EKS algorithm.
In doing so, we introduce a sequence of continuous-time problems that are designed to either
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maximize the posterior distribution \pi (u) (EKI) or generate approximate samples from the
posterior distribution \pi (u) (noisy EKI and the EKS). We then make a linear approximation
within part of the EKS and take the mean-field limit leading to a novel nonlinear Fokker--
Planck equation studied in section 3.

2.1. Variants on Langevin dynamics. The overdamped Langevin equation has the form

\.u =  - \nabla \Phi R(u) +
\surd 
2 \.W ,(2.1)

where W denotes a standard Brownian motion in \BbbR d.2 References to the relevant literature
may be found in the introduction. A common approach to speed up convergence is to introduce
a symmetric matrix C in the corresponding gradient descent scheme,

\.u =  - C\nabla \Phi R(u) +
\surd 
2C \.W .(2.2)

The key concept behind this stochastic dynamical system is that, under conditions on \Phi R

which ensure ergodicity, an arbitrary initial distribution is transformed into the desired poste-
rior distribution over an infinite time horizon.

Finding a suitable matrix C \in \BbbR d\times d is of general interest. We propose to evolve an
interacting set of particles U = \{ u(j)\} Jj=1 according to the following system of SDEs:

\.u(j) =  - C(U)\nabla \Phi R(u
(j)) +

\sqrt{} 
2C(U) \.W

(j)
.(2.3)

Here, the \{ W(j)\} are a collection of independent and identically distributed (i.i.d.) standard
Brownian motions in the space \BbbR d. The matrix C(U) depends nonlinearly on all ensemble
members and is chosen to be the empirical covariance between particles,

C(U) =
1

J

J\sum 
k=1

(u(k)  - \=u)\otimes (u(k)  - \=u) \in \BbbR d\times d ,(2.4)

where \=u denotes the sample mean

\=u =
1

J

J\sum 
j=1

u(j) .

This choice of preconditioning is motivated by an underlying gradient flow structure, which
we exhibit in subsection 3.3. System (2.3) can be rewritten as

\.u(j) =  - 1

J

J\sum 
k=1

\langle D\scrG (u(j))
\bigl( 
u(k)  - \=u

\bigr) 
,\scrG (u(j)) - y\rangle \Gamma u(k)  - C(U)\Gamma  - 1

0 u(j) +
\sqrt{} 
2C(U) \.W

(j)
.

(2.5)

(We used the fact that it is possible to replace u(k) by u(k)  - \=u after the \Gamma -weighted inner-
product in (2.5) without changing the equation.) We will introduce the EKS as an ensemble
Kalman based methodology to approximate this interacting particle system.

2In this SDE and all that follows, the rigorous interpretation is through the It\^o integral formulation of the
problem.
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2.2. Ensemble Kalman inversion. To understand the EKS we first recall the EKI method-
ology, which can be interpreted as a derivative-free optimization algorithm to invert \scrG [43, 42].
The continuous-time version of the algorithm is given by [89]

\.u(j) =  - 1

J

J\sum 
k=1

\langle \scrG (u(k)) - \=\scrG ,\scrG (u(j)) - y\rangle \Gamma u(k) .(2.6)

This interacting particle dynamic acts to both drive particles towards consensus and fit the
data. In [16, 29] the idea of using ensemble Kalman methods to map prior samples into
posterior samples was introduced (see the introduction for a literature review). Interpreted in
our continuous-time setting, the methodology operates by evolving a noisy set of interacting
particles given by

\.u(j) =  - 1

J

J\sum 
k=1

\langle \scrG (u(k)) - \=\scrG ,\scrG (u(j)) - y\rangle \Gamma u(k) + Cup(U) \Gamma  - 1
\surd 
\Sigma \.W

(j)
,(2.7)

where the \{ W(j)\} are a collection of i.i.d. standard Brownian motions in the data space \BbbR K ;
different choices of \Sigma allow us to remove noise and obtain an optimization algorithm (\Sigma = 0)
or to add noise in a manner which, for linear problems, creates a dynamic transporting the
prior into the posterior in one time unit (\Sigma = \Gamma ; see discussion below).

Here, the operator Cup denotes the empirical cross covariance matrix of the ensemble
members,

Cup(U) :=
1

J

J\sum 
k=1

(u(k)  - \=u)\otimes 
\Bigl( 
\scrG (u(k)) - \=\scrG 

\Bigr) 
\in \BbbR d\times K , \=\scrG :=

1

J

J\sum 
k=1

\scrG (u(k)).(2.8)

The approach is designed in the linear case to transform prior samples into posterior samples
in one time unit [16]. In contrast to Langevin dynamics, this has the desirable property that it
works over a single time unit rather than over an infinite time horizon. But it is considerably
more rigid, as it requires initialization at the prior. Furthermore, the long time dynamics
do not have the desired sampling property but rather collapse to a single point, solving the
optimization problem of minimizing \Phi (u). We now demonstrate these points by considering
the linear problem.

To be explicit we consider the case when

\scrG (u) = Au.(2.9)

In this case, the regularized misfit equals

\Phi R(u) =
1

2
\| Au - y\| 2\Gamma +

1

2
\| u\| 2\Gamma 0

.(2.10)

The corresponding gradient can be written as

\nabla \Phi R(u) = B - 1u - r ,(2.11)

r := A\top \Gamma  - 1y \in \BbbR d , B :=
\Bigl( 
A\top \Gamma  - 1A+ \Gamma  - 1

0

\Bigr)  - 1
\in \BbbR d\times d.
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The posterior mean is thus Br, and the posterior covariance is B.
In the linear setting (2.9) and with the choice \Sigma = \Gamma , the EKI algorithm defined in (2.7)

has mean m and covariance \frakC , which satisfy the closed equations

d

dt
m(t) =  - \frakC (t)

\bigl( 
A\top \Gamma  - 1Am(t) - r

\bigr) 
,(2.12a)

d

dt
\frakC (t) =  - \frakC (t)A\top \Gamma  - 1A\frakC (t).(2.12b)

These results may be established by techniques similar to those used below in subsection 3.2.
(A more general analysis of the SDE (2.7), and its related nonlinear Fokker--Planck equation,
is undertaken in [25].) It follows that

d

dt
\frakC (t) - 1 =  - \frakC (t) - 1

\biggl( 
d

dt
\frakC (t)

\biggr) 
\frakC (t) - 1 = A\top \Gamma  - 1A,

and therefore \frakC (t) - 1 grows linearly in time. If the initial covariance is given by the prior \Gamma 0,
then

\frakC (t) - 1 = \Gamma  - 1
0 +A\top \Gamma  - 1At,

demonstrating that \frakC (1) delivers the posterior covariance; furthermore, it then follows that

d

dt
\{ \frakC (t) - 1m(t)\} = r

so that, initializing with prior mean m(0) = 0, we obtain

m(t) =
\Bigl( 
\Gamma  - 1
0 +A\top \Gamma  - 1At

\Bigr)  - 1
rt,

and m(1) delivers the posterior mean.
The resulting equations for the mean and covariance are simply those which arise from

applying the Kalman--Bucy filter [48] to the model

d

dt
u = 0,

d

dt
z := y = Au+

\surd 
\Gamma \.W,

where W denotes a standard unit Brownian motion in the data space \BbbR K . The exact closed
form of equations for the first two moments, in the setting of the Kalman--Bucy filter, was
established in section 4 of the paper [81] for finite particle approximations, and it transfers
verbatim to this mean-field setting.

The analysis reveals interesting behavior in the large time limit: the covariance shrinks to
zero, and the mean converges to the solution of the unregularized least squares problem; we
thus have ensemble collapse and solution of an optimization problem rather than a sampling
problem. This highlights an interesting perspective on the EKI, namely as an optimization
method rather than a sampling method. A key point to appreciate is that the noise introduced
in (2.7) arises from the observation y being perturbed with additional noise. In what follows
we instead directly perturb the particles themselves. The benefit of introducing noise on
the particles, rather than the data, was demonstrated in [50], although in that setting only
optimization, and not Bayesian inversion, is considered.

D
ow

nl
oa

de
d 

08
/2

0/
20

 to
 1

31
.2

15
.2

52
.1

75
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

420 A. GARBUNO-INIGO, F. HOFFMANN, W. LI, AND A. M. STUART

2.3. The ensemble Kalman sampler. We now demonstrate how to introduce noise on the
particles within the ensemble Kalman methodology, with our starting point being (2.5). This
gives the EKS. In contrast to the standard noisy EKI (2.7), the EKS is based on a dynamic
which transforms an arbitrary initial distribution into the desired posterior distribution, over
an infinite time horizon. In many applications, derivatives of the forward map \scrG are either
not available or extremely costly to obtain. A common technique used in ensemble Kalman
methods is to approximate the gradient \nabla \Phi R by differences in order to obtain a derivative-free
algorithm for inverting \scrG . To this end, consider the dynamical system (2.5) and invoke the
approximation

D\scrG (u(j))
\bigl( 
u(k)  - \=u

\bigr) 
\approx 

\bigl( 
\scrG (u(k)) - \=\scrG 

\bigr) 
.

This leads to the following derivative-free algorithm to generate approximate samples from
the posterior distribution:

\.u(j) =  - 1

J

J\sum 
k=1

\langle \scrG (u(k)) - \=\scrG ,\scrG (u(j)) - y\rangle \Gamma u(k)  - C(U)\Gamma  - 1
0 u(j) +

\sqrt{} 
2C(U) \.W

(j)
.(2.13)

This dynamical system is similar to the noisy EKI (2.7) but has a different noise structure
(noise in parameter space and not in data space) and explicitly accounts for the prior on the
right-hand side (rather than having it enter through initialization). Inclusion of the Tikhonov
regularization term within EKI is introduced and studied in [15].

Note that in the linear case (2.9) the two systems (2.5) and (2.13) are identical. It
is also natural to conjecture that if the particles are close to one another, then (2.5) and
(2.13) will generate similar particle distributions. Based on this exact (in the linear case)
and conjectured (in the nonlinear case) relationship, we propose (2.13) as a derivative-free
algorithm to approximately sample the Bayesian posterior distribution, and we propose (2.5)
as a natural object of analysis in order to understand this sampling algorithm.

2.4. Mean-field limit. In order to write down the mean-field limit of (2.5), we define the
macroscopic mean and covariance:

m(\rho ) :=

\int 
v\rho dv , \scrC (\rho ) :=

\int \bigl( 
v  - m(\rho )

\bigr) 
\otimes 
\bigl( 
v  - m(\rho )

\bigr) 
\rho (v) dv .

Taking the large particle limit leads to the mean-field equation

\.u =  - \scrC (\rho )\nabla \Phi R(u) +
\sqrt{} 
2 \scrC (\rho ) \.W,(2.14)

with corresponding nonlinear Fokker--Planck equation

\partial t\rho = \nabla \cdot 
\bigl( 
\rho \scrC (\rho )\nabla \Phi R(u)

\bigr) 
+ \scrC (\rho ) : D2\rho .(2.15)

Here A1 : A2 denotes the Frobenius inner-product between matrices A1 and A2. The existence
and form of the mean-field limit are suggested by the exchangeability of the process (existence)
and by application of the law of large numbers (form). Exchangeability is exploited in a related
context in [22, 23]. The rigorous derivation of the mean-field equations (2.14) and (2.15) is left
for future work; for foundational work relating to mean-field limits, see [92, 44, 13, 36, 77, 95]
and references therein. The following lemma states the intuitive fact that the covariance,
which plays a central role in (2.15), vanishes only for Dirac measures.
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ENSEMBLE KALMAN SAMPLER 421

Lemma 2.1. The only probability densities \rho \in \scrP (\BbbR d) at which \scrC (\rho ) vanishes are Diracs:

\rho (u) = \delta v(u) for some v \in \BbbR d \leftrightarrow \scrC (\rho ) = 0 .

Proof. The fact that \scrC (\delta v) = 0 follows by direct substitution. For the converse, note that

\scrC (\rho ) = 0 implies
\int 
| u| 2\rho du =

\bigl( \int 
u\rho du

\bigr) 2
, which is the equality case of Jensen's inequality, and

therefore only holds if \rho is the law of a constant random variable.

3. Theoretical properties. In this section we discuss theoretical properties of (2.15) which
motivate the use of (2.5) and (2.13) as particle systems to generate approximate samples from
the posterior distribution (1.6). In subsection 3.1 we exhibit a gradient flow structure for
(2.15) which shows that solutions evolve towards the posterior distribution (1.6) unless they
collapse to a Dirac measure. In subsection 3.2 we show that in the linear case, collapse to
a Dirac does not occur if the initial condition is a Gaussian with nonzero covariance, and
instead convergence to the posterior distribution is obtained. In subsection 3.3 we introduce
a novel metric structure which underpins the results in subsections 3.1 and 3.2.

3.1. Nonlinear problem. Because \scrC (\rho ) is independent of u, we may write (2.15) in diver-
gence form, which facilitates the revelation of a gradient structure,

\partial t\rho = \nabla \cdot 
\bigl( 
\rho \scrC (\rho )\nabla \Phi R(u) + \rho \scrC (\rho )\nabla ln \rho 

\bigr) 
,(3.1)

where we use the fact that \rho \nabla ln \rho = \nabla \rho . Indeed, (3.1) is nothing but the Fokker--Planck
equation for (2.2) for a time-dependent matrix C(t) = \scrC (\rho ). Thanks to the divergence form,
it follows that (3.1) conserves mass along the flow, and so we may assume

\int 
\rho (t, u) du = 1 for

all t \geq 0. Defining the energy

E(\rho ) =

\int \Bigl( 
\rho (u)\Phi R(u) + \rho (u) ln \rho (u)

\Bigr) 
du ,(3.2)

solutions to (3.1) can be written as a gradient flow,

\partial t\rho = \nabla \cdot 
\biggl( 
\rho \scrC (\rho )\nabla \delta E

\delta \rho 

\biggr) 
,(3.3)

where \delta 
\delta \rho denotes the L2 first variation. This will be made more explicit in subsection 3.3:

see Proposition 3.6. Thanks to the gradient flow structure (3.3), stationary states of (2.15)
are given either by critical points of the energy E or by choices of \rho such that \scrC (\rho ) = 0 as
characterized in Lemma 2.1. Critical points of E solve the corresponding Euler--Lagrange
condition

(3.4)
\delta E

\delta \rho 
= \Phi R(u) + ln \rho (u) = c on supp (\rho )

for some constant c. The unique solution to (3.4) with unit mass is given by the Gibbs measure

(3.5) \rho \infty (u) :=
e - \Phi R(u)\int 
e - \Phi R(u) du

.
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422 A. GARBUNO-INIGO, F. HOFFMANN, W. LI, AND A. M. STUART

Then, up to an additive normalization constant, the energy E(\rho ) is exactly the following
relative entropy of \rho with respect to \rho \infty , also known as the Kullback--Leibler divergence
KL(\rho (t)\| \rho \infty ),

E(\rho ) =

\int 
(\Phi R + ln \rho (t)) \rho du

=

\int 
\rho (t)

\rho \infty 
ln

\biggl( 
\rho (t)

\rho \infty 

\biggr) 
\rho \infty du+ ln

\biggl( \int 
e - \Phi R(u) du

\biggr) 
= KL(\rho (t)\| \rho \infty ) + ln

\biggl( \int 
e - \Phi R(u) du

\biggr) 
.

Thanks to the gradient flow structure (3.3), we can compute the dissipation of the energy

d

dt

\Bigl\{ 
E(\rho )

\Bigr\} 
=

\biggl\langle 
\delta E

\delta \rho 
, \partial t\rho 

\biggr\rangle 
L2(\BbbR d)

=  - 
\int 

\rho 

\biggl\langle 
\nabla \delta E

\delta \rho 
, \scrC (\rho )\nabla \delta E

\delta \rho 

\biggr\rangle 
du

=  - 
\int 

\rho 
\bigm| \bigm| \bigm| \scrC (\rho ) 1

2\nabla (\Phi R + ln \rho )
\bigm| \bigm| \bigm| 2 du .

(3.6)

As a consequence, the energy E decreases along trajectories until either \scrC (\rho ) approaches zero
(that is, \rho collapses to a Dirac measure by Lemma 2.1) or \rho becomes the Gibbs measure with
density \rho \infty .

The dissipation of the energy along the evolution of the classical Fokker--Planck equation
is known as the Fisher information [96]. We reformulate (3.6) by defining the following
generalized Fisher information for any covariance matrix \Lambda :

\scrI \Lambda (\rho (t)\| \rho \infty ) :=

\int 
\rho 

\biggl\langle 
\nabla ln

\biggl( 
\rho 

\rho \infty 

\biggr) 
, \Lambda \nabla ln

\biggl( 
\rho 

\rho \infty 

\biggr) \biggr\rangle 
du .

One may also refer to \scrI \Lambda as a Dirichlet form as it is known in the theory of large particle
systems, since we can write

\scrI \Lambda (\rho (t)\| \rho \infty ) = 4

\int 
\rho \infty 

\biggl\langle 
\nabla 
\sqrt{} 

\rho 

\rho \infty 
, \Lambda \nabla 

\sqrt{} 
\rho 

\rho \infty 

\biggr\rangle 
du .

For \Lambda = \scrC (\rho ), we name functional \scrI \scrC the relative Kalman--Fisher information. We conclude
that the following energy dissipation equality holds:

d

dt
KL(\rho (t)\| \rho \infty ) =  - \scrI \scrC (\rho (t)\| \rho \infty ) .

To derive a rate of decay to equilibrium in entropy, we aim to identify conditions on \Phi R such
that the following logarithmic Sobolev inequality holds: there exists \lambda > 0 such that

(3.7) KL(\rho (t)\| \rho \infty ) \leq 1

2\lambda 
\scrI Id (\rho (t)\| \rho \infty ) \forall \rho .
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By [4], it is enough to impose sufficient convexity on \Phi R, i.e., D
2\Phi R \geq \lambda Id, where D2\Phi R

denotes the Hessian of \Phi R. This allows us to deduce convergence to equilibrium as long as
\scrC (\rho ) is uniformly bounded from below following standard arguments for the classical Fokker--
Planck equation as presented, for example, in [64].

Proposition 3.1. Assume there exists \alpha > 0 and \lambda > 0 such that

\scrC (\rho (t)) \geq \alpha Id , D2\Phi R \geq \lambda Id .

Then any solution \rho (t) to (3.1) with initial condition \rho 0 satisfying KL(\rho 0\| \rho \infty ) < \infty decays
exponentially fast to equilibrium: there exists a constant c = c(\rho 0,\Phi R) > 0 such that for any
t > 0,

\| \rho (t) - \rho \infty \| L1(\BbbR d) \leq ce - \alpha \lambda t .

This rate of convergence can most likely be improved using the correct logarithmic Sobolev
inequality weighted by the covariance matrix \scrC . However, the above estimate already indicates
the effect of having the covariance matrix \scrC present in the Fokker--Planck equation (3.1). The
properties of such inequalities in a more general setting are an interesting future avenue to
explore. The weighted logarithmic Sobolev inequality that is well adapted to the setting here
depends on the geometric structure of the Kalman--Wasserstein metric; see related studies in
[57].

Proof. Thanks to the assumptions, and using the logarithmic Sobolev inequality (3.7), we
obtain decay in entropy,

d

dt
KL(\rho (t)\| \rho \infty ) \leq  - \alpha \scrI Id(\rho (t)| \rho \infty ) \leq  - 2\alpha \lambda KL(\rho (t)\| \rho \infty ) .

We conclude using the Csisz\'ar--Kullback inequality as it is mainly known to analysts, also
referred to as the Pinsker inequality in probability (see [2] for more details):

1

2
\| \rho (t) - \rho \infty \| 2L1(\BbbR d) \leq KL(\rho (t)\| \rho \infty ) \leq KL(\rho 0\| \rho \infty )e - 2\alpha \lambda t .

3.2. Linear problem. Here we show that in the case of a linear forward operator \scrG , the
Fokker--Planck equation (which is still nonlinear) has exact Gaussian solutions. This property
may be seen to hold in two ways: (i) by considering the case in which the covariance matrix is
an exogenously defined function of time alone and in which the observation is straightforward;
and (ii) because the mean-field equation (2.14) leads to exact closed equations for the mean
and covariance. Once the covariance is known, the nonlinear Fokker--Planck equation (2.15)
becomes linear and is explicitly solvable if \scrG is linear and the initial condition is Gaussian.
Consider (2.14) in the context of a linear observation map (2.9). The misfit is given by (2.10),
and the gradient of \Phi R is given in (2.11). Note that since we assume that the covariance
matrix \Gamma 0 is invertible, it is then also strictly positive-definite. Thus it follows that B is
strictly positive-definite and hence invertible too. We define u0 := Br, noting that this is the
solution of the regularized normal equations defining the minimizer of \Phi R in this linear case;

D
ow

nl
oa

de
d 

08
/2

0/
20

 to
 1

31
.2

15
.2

52
.1

75
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

424 A. GARBUNO-INIGO, F. HOFFMANN, W. LI, AND A. M. STUART

equivalently, u0 maximizes the posterior density. Indeed, by completing the square we see
that we may write

(3.8) \rho \infty (u) \propto exp
\Bigl( 
 - 1

2
\| u - u0\| 2B

\Bigr) 
.

Lemma 3.2. Let \rho (t) be a solution of (2.15) with \Phi R(\cdot ) given by (2.10). Then the mean
m(\rho ) and covariance matrix \scrC (\rho ) are determined by m(t) and \frakC (t) which satisfy the evolution
equations

d

dt
m(t) =  - \frakC (t)(B - 1m(t) - r),(3.9a)

d

dt
\frakC (t) =  - 2\frakC (t)B - 1\frakC (t) + 2\frakC (t).(3.9b)

In addition, for any \frakC (t) satisfying (3.9b), its determinant and inverse solve

d

dt
det\frakC (t) =  - 2 (det\frakC (t)) Tr

\bigl[ 
B - 1\frakC (t) - Id

\bigr] 
,(3.10)

(3.11)
d

dt

\bigl( 
\frakC (t) - 1

\bigr) 
= 2B - 1  - 2\frakC (t) - 1.

As a consequence, \frakC (t) \rightarrow B and m(t) \rightarrow u0 exponentially as t \rightarrow \infty .

In fact, solving the ODE (3.11) explicitly and using (3.9a), we see that exponential decay
immediately follows as

\frakC (t) - 1 =
\bigl( 
\frakC (0) - 1  - B - 1

\bigr) 
e - 2t +B - 1(3.12)

and

\| m(t) - u0\| \frakC (t) = \| m(0) - u0\| \frakC (0)e - t .(3.13)

Proof. We begin by deriving the evolution of the first and second moments. This is most
easily accomplished by working with the mean-field flow SDE (2.14), using the regularized
linear misfit written in (2.10). This yields the update

\.u =  - \scrC (\rho ) (B - 1u - r) +
\sqrt{} 

2 \scrC (\rho ) \.W ,

where \.W denotes a zero mean random variable. Identical results can be obtained by working
directly with the PDE for the density, namely (2.15) with the regularized linear misfit given
in (2.10). Taking expectations with respect to \rho results in

\.m(\rho ) =  - \scrC (\rho ) (B - 1m(\rho ) - r).

Let us use the auxiliary variable e = u - m(\rho ). By linearity of differentiation we can write

\.e =  - \scrC (\rho )B - 1 e+
\sqrt{} 
2 \scrC (\rho ) \.W.
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By definition of the covariance operator, \scrC (\rho ) = \BbbE [e \otimes e], its derivative with respect to time
can be written as

\.\scrC (\rho ) = \BbbE [ \.e\otimes e+ e\otimes \.e].

However, we must also include the It\^o correction, using It\^o's formula, and we can write the
evolution equation of the covariance operator as

\.\scrC (\rho ) =  - 2 \scrC (\rho )B - 1 \scrC (\rho ) + 2 \scrC (\rho ).

This concludes the proof of (3.9b). For the evolution of the determinant and inverse, note
that

d

dt
det \scrC (\rho ) = Tr

\biggl[ 
det \scrC (\rho ) \scrC (\rho ) - 1 d

dt
\scrC (\rho )

\biggr] 
,

d

dt
\scrC (\rho ) - 1 =  - \scrC (\rho ) - 1

\biggl( 
d

dt
\scrC (\rho )

\biggr) 
\scrC (\rho ) - 1 ,

and so (3.10), (3.11) directly follow. Finally, exponential decay is a consequence of the explicit
expressions (3.12) and (3.13).

Thanks to the evolution of the covariance matrix and its determinant, we can deduce that
there is a family of Gaussian initial conditions that stay Gaussian along the flow and converge
to the equilibrium \rho \infty .

Proposition 3.3. Fix a vector m0 \in \BbbR d and a matrix \scrC 0 \in \BbbR d\times d and take as initial density
the Gaussian distribution

\rho 0(u) :=
1

(2\pi )d/2
(det \scrC 0) - 1/2 exp

\biggl( 
 - 1

2
| | u - m0| | 2\scrC 0

\biggr) 
with mean m0 and covariance \scrC 0. Then the Gaussian profile

\rho (t, u) :=
1

(2\pi )d/2
(det\frakC (t)) - 1/2 exp

\biggl( 
 - 1

2

\bigm| \bigm| \bigm| \bigm| u - m(t)
\bigm| \bigm| \bigm| \bigm| 2
\frakC (t)

\biggr) 
solves evolution equation (2.15) with initial condition \rho (0, u) = \rho 0(u), and where m(t) and \frakC (t)
evolve according to (3.9a) and (3.9b) with initial conditions m0 and \scrC 0. As a consequence,
for such initial conditions \rho 0(u), the solution of the Fokker--Planck equation (2.15) converges
to \rho \infty (u) given by (3.8) as t \rightarrow \infty .

Proof. It is straightforward to see that for m(\rho ) and \scrC (\rho ) given by Lemma 3.2,

\nabla \rho =  - \scrC (\rho ) - 1(u - m(\rho )) \rho ,

since both m(\rho ) and \scrC (\rho ) are independent of u. Therefore, substituting the Gaussian ansatz
\rho (t, u) into the first term in the right-hand side of (2.15), we have

\nabla \cdot 
\bigl( 
\rho \scrC (\rho )(B - 1u - r)

\bigr) 
= (\nabla \rho ) \cdot \scrC (\rho )(B - 1u - r) + \rho \nabla \cdot (\scrC (\rho )B - 1u)

=
\bigl( 
 - \scrC (\rho ) - 1(u - m(\rho )) \cdot \scrC (\rho )(B - 1u - r) + Tr[\scrC (\rho )B - 1]

\bigr) 
\rho 

=
\Bigl( 
 - 
\bigm| \bigm| \bigm| \bigm| u - m(\rho )

\bigm| \bigm| \bigm| \bigm| 2
B
+
\Bigl\langle 
u - m(\rho ), u0  - m(\rho )

\Bigr\rangle 
B
+Tr[\scrC (\rho )B - 1]

\Bigr) 
\rho ,(3.14)
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where B - 1 = A\top \Gamma  - 1A+\Gamma  - 1
0 , r = A\top \Gamma  - 1y, and u0 = B r. Recall that B - 1 is invertible. The

second term on the right-hand side of (2.15) can be simplified as follows:

\scrC (\rho ) : D2\rho = \scrC (\rho ) :
\Bigl( 
 - \scrC (\rho ) - 1 +

\bigl( 
\scrC (\rho ) - 1(u - m(\rho ))

\bigr) 
\otimes 
\bigl( 
\scrC (\rho ) - 1(u - m(\rho ))

\bigr) \Bigr) 
\rho 

=
\Bigl( 
 - Tr[Id] + | | u - m(\rho )| | 2\scrC (\rho )

\Bigr) 
\rho .(3.15)

Thus, combining the previous two equations, we see that the right-hand side of (2.15) is given
by the following expression:\Biggl[ 

Tr[B - 1\scrC (\rho ) - Id] - | | u - m(\rho )| | 2B +
\bigm| \bigm| \bigm| \bigm| u - m(\rho )

\bigm| \bigm| \bigm| \bigm| 2
\scrC (\rho )+

\Bigl\langle 
u - m(\rho ), u0  - m(\rho )

\Bigr\rangle 
B

\Biggr] 
\rho .(3.16)

For the left-hand side of (2.15), note that by (3.9a) and (3.9b),

d

dt

\bigm| \bigm| \bigm| \bigm| u - m(\rho )
\bigm| \bigm| \bigm| \bigm| 2
\scrC (\rho ) = 2

\biggl\langle 
d

dt
(u - m(\rho )) , \scrC (\rho ) - 1(u - m(\rho ))

\biggr\rangle 
+

\biggl\langle 
(u - m(\rho )) ,

d

dt

\bigl( 
\scrC (\rho ) - 1

\bigr) 
(u - m(\rho ))

\biggr\rangle 
=  - 2

\bigl\langle 
u - m(\rho ), u0  - m(\rho )

\bigr\rangle 
B
+2 | | u - m(\rho )| | 2B  - 2 | | u - m(\rho )| | 2\scrC (\rho ),

and therefore, combining with (3.10), we obtain

\partial t\rho =

\biggl[ 
 - 1

2
(det \scrC (\rho )) - 1

\biggl( 
d

dt
det \scrC (\rho )

\biggr) 
 - 1

2

d

dt
| | u - u0| | 2\scrC (\rho )

\biggr] 
\rho 

=

\Biggl[ 
Tr[B - 1\scrC (\rho ) - Id] - | | u - m(\rho )| | 2B +

\bigm| \bigm| \bigm| \bigm| u - m(\rho )
\bigm| \bigm| \bigm| \bigm| 2
\scrC (\rho )+

\Bigl\langle 
u - m(\rho ), u0  - m(\rho )

\Bigr\rangle 
B

\Biggr] 
\rho ,

(3.17)

which concludes the first part of the proof. The second part concerning the large time asymp-
totics is a straightforward consequence of the asymptotic behavior of m and \frakC detailed in
Lemma 3.2.

In the case of the classical Fokker--Planck equation \frakC (t) = Id with a quadratic confining
potential, the result in Proposition 3.3 follows from the fact that the fundamental solution of
(2.15) is a Gaussian; see [14].

Corollary 3.4. Let \rho 0 be a non-Gaussian initial condition for (2.15) in the case when \Phi R

is given by (2.10). Assume that \rho 0 satisfies KL(\rho 0\| \rho \infty ) < \infty . Then any solution of (2.15)
converges exponentially fast to \rho \infty given by (3.5) as t \rightarrow \infty both in entropy and in L1(\BbbR d).

Proof. Let a \in \BbbR d have Euclidean norm 1, and define q(t) := \langle a,\frakC (t) - 1a\rangle . From (3.11) it
follows that

\.q \leq 2\lambda  - 2q,

where \lambda is the maximum eigenvalue of B - 1. Hence it follows that q is bounded above,
independently of a, and that \frakC is bounded from below as an operator. Together with the fact
that the Hessian D2\Phi R = B - 1 is bounded from below, we conclude using Proposition 3.1.
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3.3. Kalman--Wasserstein gradient flow. We introduce an infinite-dimensional Riemann-
ian metric structure, which we name the Kalman--Wasserstein metric, in density space. It
allows the interpretation of solutions to (2.15) as gradient flows in density space. To this end
we denote by \scrP the space of probability measures on a convex set \Omega \subseteq \BbbR d:

\scrP :=

\biggl\{ 
\rho \in L1(\Omega ) : \rho \geq 0 a.e. ,

\int 
\rho (x) dx = 1

\biggr\} 
.

The probability simplex \scrP is a manifold with boundary. For simplicity, we focus on the subset

\scrP + := \{ \rho \in \scrP : \rho > 0 a.e. , \rho \in C\infty (\Omega )\} .

The tangent space of \scrP + at a point \rho \in \scrP + is given by

T\rho \scrP + =

\biggl\{ 
d

dt
\rho (t)

\bigm| \bigm| \bigm| \bigm| 
t=0

: \rho (t) is a curve in \scrP + , \rho (0) = \rho 

\biggr\} 
=

\biggl\{ 
\sigma \in C\infty (\Omega ):

\int 
\sigma dx = 0

\biggr\} 
.

The second equality follows since for all \sigma \in T\rho \scrP +, we have
\int 
\sigma (x) dx = 0 as the mass along

all curves in \scrP + remains constant. For the set \scrP +, the tangent space T\rho \scrP + is therefore
independent of the point \rho \in \scrP +. Cotangent vectors are elements of the topological dual
T \ast 
\rho \scrP + and can be identified with tangent vectors via the action of the Onsager operator

[68, 72, 73, 62, 74]
V\rho ,\scrC : T \ast 

\rho \scrP + \rightarrow T\rho \scrP + .

In this paper, we introduce the following new choice of Onsager operator:

(3.18) V\rho ,\scrC (\phi ) =  - \nabla \cdot (\rho \scrC (\rho )\nabla \phi ) =: ( - \Delta \rho ,\scrC )\phi .

By Lemma 2.1, the weighted elliptic operator \Delta \rho ,\scrC becomes degenerate if \rho is a Dirac. For
points \rho in the set \scrP + that are bounded away from zero, the operator \Delta \rho ,\scrC is well-defined,
nonsingular, and invertible since \rho \scrC (\rho ) > 0. Thus we can write

V  - 1
\rho ,\scrC :T\rho \scrP + \rightarrow T \ast 

\rho \scrP +, \sigma \mapsto \rightarrow ( - \Delta \rho ,\scrC )
 - 1 \sigma .

This provides a 1-to-1 correspondence between elements \phi \in T \ast 
\rho \scrP + and \sigma \in T\rho \scrP +. For general

\rho \in \scrP +, we can instead use the pseudoinverse ( - \Delta \rho ,\scrC )
\dagger ; see [57]. With the above choice of

Onsager operator, we can define a generalized Wasserstein metric tensor as follows.

Definition 3.5 (Kalman--Wasserstein metric tensor). Define

g\rho ,\scrC : T\rho \scrP + \times T\rho \scrP + \rightarrow \BbbR 

as

g\rho ,\scrC (\sigma 1, \sigma 2) =

\int 
\Omega 
\langle \nabla \phi 1 , \scrC (\rho )\nabla \phi 2\rangle \rho dx,

where \sigma i = ( - \Delta \rho ,\scrC )\phi i =  - \nabla \cdot (\rho \scrC (\rho )\nabla \phi i) \in T\rho \scrP + for i = 1, 2.
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With this metric tensor, the Kalman--Wasserstein metric \scrW \scrC : \scrP + \times \scrP + \rightarrow \BbbR can be
represented by the geometric action function. Given two densities \rho 0, \rho 1 \in \scrP +, consider

W\scrC (\rho 
0, \rho 1)2 = inf

\int 1

0

\int 
\Omega 
\langle \nabla \phi t , \scrC (\rho t)\nabla \phi t\rangle \rho t dx

subject to \partial t\rho t +\nabla \cdot (\rho t\scrC (\rho t)\nabla \phi t) = 0, \rho 0 = \rho 0, \rho 1 = \rho 1,

where the infimum is taken among all continuous density paths \rho t := \rho (t, x) and potential
functions \phi t := \phi (t, x). The Kalman--Wasserstein metric has several interesting mathematical
properties, which will be the focus of future work. In this paper, working in (\scrP +, g\rho ,\scrC ), we
derive the gradient flow formulation that underpins the formal calculations given in subsec-
tion 3.1 for the energy functional E defined in (3.2).

Proposition 3.6. Given a finite functional \scrF : \scrP + \rightarrow \BbbR , the gradient flow of \scrF (\rho ) in
(\scrP +, g\rho ,\scrC ) satisfies

\partial t\rho = \nabla \cdot 
\biggl( 
\rho \scrC (\rho )\nabla \delta \scrF 

\delta \rho 

\biggr) 
.

Proof. The Riemannian gradient operator grad\scrF (\rho ) is defined via the metric tensor g\rho ,\scrC 
as follows:

g\rho ,\scrC (\sigma , grad\scrF (\rho )) =

\int 
\Omega 

\delta 

\delta \rho (u)
\scrF (\rho )\sigma (u)du \forall \sigma \in T\rho \scrP + .

Thus, for \phi := ( - \Delta \rho ,\scrC )
 - 1\sigma \in T \ast 

\rho \scrP +, we have

g\rho ,\scrC (\sigma , grad\scrF (\rho )) =

\int 
\phi (u)grad\scrF (\rho ) du =  - 

\int 
\nabla \cdot (\rho \scrC (\rho )\nabla \phi )

\delta 

\delta \rho 
\scrF (\rho ) du

=

\int \biggl\langle 
\nabla \phi , \scrC (\rho )\nabla \delta 

\delta \rho 
\scrF (\rho )

\biggr\rangle 
\rho du

= - 
\int 

\phi (u)\nabla \cdot 
\biggl( 
\rho \scrC (\rho )\nabla \delta 

\delta \rho 
\scrF (\rho )

\biggr) 
du.

Hence

grad\scrF (\rho ) =  - \nabla \cdot 
\biggl( 
\rho \scrC (\rho )\nabla \delta 

\delta \rho 
\scrF (\rho )

\biggr) 
.

Thus we derive the gradient flow by

\partial t\rho =  - grad\scrF (\rho ) = \nabla \cdot 
\biggl( 
\rho \scrC (\rho )\nabla \delta 

\delta \rho 
\scrF (\rho )

\biggr) 
.

Remark 3.7. Our derivation concerns the gradient flow on the subset \scrP + of \scrP for simplicity
of exposition. However, a rigorous analysis of the evolution of the gradient flow (3.3) requires
extending the above arguments to the full set of probabilities \scrP , especially because we want
to study Dirac measures in view of Lemma 2.1. If \rho is an element of the boundary of \scrP , one
may consider instead the pseudoinverse of the operator \Delta \rho ,\scrC . This will be the focus of future
work; also see the more general analysis in [1], e.g., Theorem 11.1.6.
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4. Numerical experiments. In this section we demonstrate that the intuition developed
in the previous two sections does indeed translate into useful algorithms for generating ap-
proximate posterior samples without computing derivatives of the forward map \scrG . We do this
by considering non-Gaussian inverse problems defined through a nonlinear forward operator
\scrG , showing how numerical solutions of (2.13) are distributed after large time, and comparing
them with exact posterior samples found from MCMC methods.

Achieving the mean-field limit requires J to be large and hence typically larger than the
dimension d of the parameter space. There are interesting and important problems arising
in science and engineering in which the number of parameters to be estimated is small, even
though evaluation of \scrG involves solution of computationally expensive PDEs; in this case,
choosing J > d is not prohibitive. We also include numerical results which probe outcomes
when J < d. To this end we study two problems, the first an inverse problem for a two-
dimensional vector arising from a two point boundary-value problem, and the second an
inverse problem for permeability from pressure measurements in Darcy flow; in this second
problem the dimension of the parameter space is, in principle, tunable from small up to infinite
dimension.

4.1. Derivative-free. In this subsection we describe how to use (2.13) for the solution
of the inverse problem (1.1). We approximate the continuous-time stochastic dynamics by
means of a linearly implicit split-step discretization scheme given by

u
(\ast ,j)
n+1 = u(j)n  - \Delta tn

1

J

J\sum 
k=1

\langle \scrG (u(k)n ) - \=\scrG ,\scrG (u(j)n ) - y\rangle \Gamma u(k)n  - \Delta tn C(Un) \Gamma 
 - 1
0 u

(\ast ,j)
n+1 ,(4.1a)

u
(j)
n+1 = u

(\ast ,j)
n+1 +

\sqrt{} 
2\Delta tn C(Un) \xi 

(j)
n ,(4.1b)

where \xi 
(j)
n \sim N(0, I), \Gamma 0 is the prior covariance, and \Delta tn is an adaptive timestep computed as

in [50].

4.2. Gold standard: MCMC. In this subsection we describe the specific Random Walk
Metropolis Hastings (RWMH) algorithm used to solve the same Bayesian inverse problem
as in the previous subsection; we view the results as gold standard samples from the desired
posterior distribution. The link between RWMH methods and Langevin sampling is explained
in the literature review within the introduction, where it is shown that the latter arises as a
diffusion limit of the former, as shown in numerous papers following from the seminal work in
[85]. The proposal distribution is a Gaussian centered at the current state of the Markov chain
with covariance given by \Sigma = \tau \times C(U\ast ), where C(U\ast ) is the covariance computed from the
last iteration of the algorithm described in the preceding subsection, and \tau is a scaling factor
tuned for an acceptance rate of approximately 25\% [85]. In our case, \tau = 4. The RWMH
algorithm was used to get N = 105 samples, with the Markov chain starting at an approximate
solution given by the mean of the last step of the algorithm from the previous subsection. For
the high-dimensional problem we use the preconditioned Crank--Nicolson (pCN) variant on
RWMH [18]; this too has a diffusion limit of Langevin form [80].

4.3. Numerical results: Low-dimensional parameter space. The numerical experiment
considered here is the example originally presented in [31] and also used in [39]. We start
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by defining the forward map, which is given by the one-dimensional elliptic boundary-value
problem

 - d

dx

\biggl( 
exp(u1)

d

dx
p(x)

\biggr) 
= 1, x \in [0, 1],(4.2)

with boundary conditions p(0) = 0 and p(1) = u2. The explicit solution for this problem (see
[39]) is given by

p(x) = u2x+ exp( - u1)

\biggl( 
 - x2

2
+

x

2

\biggr) 
.(4.3)

The forward model operator \scrG is then defined by

\scrG (u) =
\biggl( 

p(x1)
p(x2)

\biggr) 
.(4.4)

Here u = (u1, u2)
\top is a constant vector that we want to find, and we assume that we are given

noisy measurements y of p(\cdot ) at locations x1 = 0.25 and x2 = 0.75. The precise Bayesian
inverse problem considered here is to find the distribution of the unknown u conditioned on
the observed data y, assuming additive Gaussian noise \eta \sim N(0,\Gamma ), where \Gamma = 0.12 I2 and
I2 \in \BbbR 2\times 2 is the identity matrix. We use as prior distribution N(0,\Gamma 0), \Gamma 0 = \sigma 2I2 with \sigma = 10.
The resulting Bayesian inverse problem is then solved, approximately, by the algorithms we
now outline and with observed data y = (27.5, 79.7)\top . Following [39], we consider an initial
ensemble drawn from N(0, 1)\times U(90, 110).

Figure 1 shows the results for the solution of the Bayesian inverse problem considered
above. In addition to implementing the algorithms described in the previous two subsections,
we also employ a specific implementation of the EKI formulation introduced in the paper of
Herty and Visconti [39], and defined by the numerical discretization shown in (4.1), but with
C(U) replaced by the identity matrix I2; this corresponds to the algorithm from equation (20)
of [39], and in particular the last display of their section 5, with \xi \sim N(0, I2). The blue dots
correspond to the output of this algorithm at the last iteration. The red dots correspond
to the last ensemble of the EKI algorithm as presented in [50]. The orange dots depict the
RWMH gold standard described above. Finally, the green dots show the ensemble members at
the last iteration of the proposed EKS (2.13). In this experiment, all versions of the ensemble
Kalman methods were run with the adaptive timestep scheme from subsection 4.1, and all
were run for 30 iterations with an ensemble size of J = 103.

Consider first the top-left panel. The true distribution, computed by RWMH, is shown
in orange. Note that the algorithm of [50] collapses to a point (shown in red), unable to
escape overfitting, and relating to a form of consensus formation. In contrast, the algorithm
of [39], while avoiding overfitting, overestimates the spread of the ensemble members, relative
to the gold standard RWMH; this is exhibited by the blue overdispersed points. The proposed
EKS (green points) gives results close to the RWMH gold standard. These issues are further
demonstrated in the lower panel, which shows the misfit (loss) function as a function of
iterations for the three algorithms (excluding RWMH); the red line demonstrates overfitting as
the misfit value falls below the noise level, whereas the other two algorithms avoid overfitting.
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ENSEMBLE KALMAN SAMPLER 431

Figure 1. Results of applying different versions of ensemble Kalman methods to the nonlinear elliptic
boundary problem. For comparison, an RWMH algorithm is also displayed to provide a gold standard. The
proposed EKS captures approximately the true distribution, effectively avoiding overfitting or overdispersion
shown with the other two implementations. Overfitting is clearly shown from the red line in the lower subfigure.
The line in blue shows overdispersion exhibited by the algorithm proposed in [39]. The upper right subfigure
illustrates the approximation to the posterior. Color coding is consistent among the subfigures.

We include the derivative-free optimization algorithm EKI (red points) because it gives
insight into what can be achieved with these ensemble-based methods in the absence of noise
(namely, derivative-free optimization); we include the noisy EKI algorithm of [39] (blue points)
to demonstrate that considerable care is needed with the introduction of noise if the goal is
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to produce posterior samples, and we include our proposed EKS algorithm (green points)
to demonstrate that judicious addition of noise into the EKI algorithm helps to produce
approximate samples from the true posterior distribution of the Bayesian inverse problem; we
include true posterior samples (orange points) for comparison. We reiterate that the methods
of [16, 29] also hold the potential to produce good approximate samples, though they suffer
from the rigidity of needing to be initialized at the prior and integrated to exactly time 1.

4.4. Numerical results: High-dimensional parameter space. The forward problem of
interest is to find the pressure field p(\cdot ) in a porous medium defined by permeability field a(\cdot );
for simplicity we assume that a(\cdot ) is a scalar-field in this paper. Given a scalar-field f defining
sources and sinks of fluid, and assuming Dirichlet boundary conditions on the pressure for
simplicity, we obtain the following elliptic PDE for the pressure:

 - \nabla \cdot (a(x)\nabla p(x)) = f(x), x \in D,(4.5a)

p(x) = 0, x \in \partial D.(4.5b)

In what follows we will work on the domain D = [0, 1]2. We assume that the permeability
is dependent on unknown parameters u \in \BbbR d, so that a(x) = a(x;u). The inverse problem
of interest is to determine u from d linear functionals (measurements) of p(x;u), subject to
additive noise. Thus

(4.6) \scrG j(u) = \ell j
\bigl( 
p(\cdot ;u)

\bigr) 
+ \eta j , j = 1, . . . ,K.

We will assume that a(\cdot ) \in L\infty (D;\BbbR ) so that p(\cdot ) \in H1
0 (D;\BbbR ), and thus we take the

\ell j to be linear functionals on the space H1
0 (D;\BbbR ). In practice we will work with pointwise

measurements so that \ell j(p) = p(xj); these are not elements of the dual space of H1
0 (D;\BbbR ) in

dimension 2, but mollifications of them are, and in practice mollification with a narrow kernel
does not affect results of the type presented here, and so we do not use it [41]. We model
a(x;u) as a log-Gaussian field with the precision operator defined as

\scrC  - 1 = ( - \Delta + \tau 2\scrI )\alpha ,(4.7)

where the Laplacian \Delta is equipped with Neumann boundary conditions on the space of spatial-
mean zero functions, and \tau and \alpha are known constants that control the underlying lengthscales
and smoothness of the underlying random field. In our experiments, \tau = 3 and \alpha = 2. Such
parametrization yields a Karhunen--Lo\`eve (KL) expansion

(4.8) log a(x;u) =
\sum 
\ell \in K

u\ell 
\sqrt{} 
\lambda \ell \varphi \ell (x),

where the eigenpairs are of the form

\varphi \ell (x) = cos
\bigl( 
\pi \langle \ell , x\rangle 

\bigr) 
, \lambda \ell = (\pi 2| \ell | 2 + \tau 2) - \alpha ,(4.9)

where K \equiv \BbbZ 2 is the set of indices over which the random series is summed and the u\ell \sim 
N(0, 1) are i.i.d. [79]. In practice we will approximate K by Kd \subset \BbbZ 2, a set with finite
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cardinality d, and consider different d. For visualization we will sometimes find it helpful to
write (4.8) as a sum over a one-dimensional variable rather than a lattice:

(4.10) log a(x;u) =
\sum 
k\in \BbbZ +

u\prime k

\sqrt{} 
\lambda \prime 
k \varphi 

\prime 
k(x).

We order the indices in \BbbZ + so that the eigenvalues \lambda \prime 
k are in descending order by size.

We generate a truth random field by constructing u\dagger \in \BbbR d by sampling it from N(0, Id),
with d = 28 and Id the identity on \BbbR d and using u\dagger as the coefficients in (4.8). We create data
y from (1.1) with \eta \sim N(0, 0.12 \times IK). For the Bayesian inversion we choose prior covariance
\Gamma 0 = 102Id; we also sample from this prior to initialize the ensemble for EKS. We run the exper-
iments with different ensemble sizes to understand both strengths and limitations of the pro-
posed algorithm for nonlinear forward models. Finally, we choose J \in \{ 8, 32, 128, 512, 2048\} ,
which allows the study of both J > d and J < d within the methodology.

Results showing the solution of this Bayesian inverse problem by MCMC (orange dots),
with 105 samples, and by the EKS with different J (different shades of green dots) are shown
in Figures 2 and 3. For every ensemble size configuration, the EKS algorithm was run until
two units of time were achieved. As can be seen from Figure 2(b) the algorithm has reached
an equilibrium after this duration. The two-dimensional scatter plots in Figure 2(a) show
components u\prime k with k = 0, 1, 2. That is, we are showing the components of u which are
associated to the three largest eigenvalues in the KL expansion (4.8) under the posterior
distribution. We can see that sample spread is better matched to the gold standard MCMC
spread as the size J of the EKS ensemble is increased. In Figures 2(b) and 2(c) we show
the evolution of the dispersion of the ensemble around its mean at every timestep, \=u(t), and
around the truth u\dagger . The metrics we use to test the ensemble spread are

dH - 2(\cdot ) =

\sqrt{}    1

J

J\sum 
j=1

\| u(j)(t) - \cdot \| 2
H - 2 , dL2(\cdot ) =

\sqrt{}    1

J

J\sum 
j=1

\| u(j)(t) - \cdot \| 2
L2 ,(4.11)

where both are evaluated at \=u(t) and u\dagger at every simulated time t. For these metrics we use
the norms defined by

\| u\| H - 2 =

\sqrt{} \sum 
\ell \in Kd

| u\ell | 2\lambda \ell , \| u\| L2 =

\sqrt{} \sum 
\ell \in Kd

| u\ell | 2,(4.12)

where the first is defined in the negative Sobolev space H - 2, while the second is defined in
the L2 space. The first norm allows for higher discrepancy in the estimation of the tail of
the modes in equation (4.8), whereas the second norm penalizes equally discrepancies in the
tail of the KL expansion. In Figure 2(b), we see rapid convergence of the spread around the
mean and around the truth for all ensemble sizes J. The evolution in Figure 2(b) for both
cases shows that the algorithm reaches its stationary distribution while incorporating higher
variability with increasing ensemble size. The figures are similar because the posterior mean
and the truth are close to one another. Lower values of the metrics in Figures 2(b) and 2(c)
for smaller ensembles can be understood due to a mixed effect of reduced variability and
overfitting to the maximum a posteriori (MAP) estimate of the Bayesian inverse problem.
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(a) Bivariate scatter plots of the approximate posterior distribution on the three largest modes (as ordered by
prior variance and here labeled u0, u1, u2) in the KL expansion (4.8). The pCN algorithm (orange dots) is used
as a reference with 105 samples.
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(b) Evolution statistics of the EKS with respect to simulated time under the negative Sobolev norm \| \cdot \| H - 2 .
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(c) Evolution statistics of the EKS with respect to simulated time under norm \| \cdot \| L2 .

Figure 2. Results for the Darcy flow inverse problem in high dimensions. The top panel shows scatter plots
for different combinations of the higher modes in the KL expansion (4.8). The green dots correspond to the
last iteration of the EKS at every ensemble size setting as labeled in the legend. Tracking the negative Sobolev
norm of the ensembles with respect to its mean \=u(t) and underlying truth u\dagger shows a good match with both the
solution of the inverse problem and the stationary distribution of the Fokker--Planck equation (3.5).D
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Figure 3. Results showing Darcy flow parameter identifiability. The top panel illustrates how bigger en-
semble sizes are able to better capture the marginal posterior variability of each component, whereas the lower
panel illustrates both variability and consistency of the approximate posterior samples from EKS.

The results using the L2 norm in Figure 2(c) allow us to see more discrepancy between
ensemble sizes. The higher metric value for larger ensembles is due to the ensemble better
approximating the posterior, as will be discussed below. In summary, Figure 2 shows evidence
that the EKS is generating samples from a good approximation to the posterior and that this
posterior is centered close to the truth. Increasing the ensemble size improves these features
of the EKS method.

Figure 3 demonstrates how different ensemble sizes are able to capture the marginal pos-
terior variances of each component in the unknown u. The top panel in Figure 3 tracks the
posterior variance reduction statistic for every component of u\prime \in \BbbR d, which, as mentioned
before, now is viewed as a vector of d components rather than a function on subset Kd of the
two-dimensional lattice. The posterior variance reduction is a measure of the relative decrease
of variance for a given quantity of interest under the posterior with respect to the prior. It is
defined as

\zeta k = 1 - 
\BbbV (u\prime k| y)
\BbbV (u\prime k)

,(4.13)

where \BbbV (\cdot ) denotes the variance of a random variable. The summary statistic
\sum 

k \zeta k has been
used in [91] to estimate the effective number of parameters in Bayesian models. When this
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parameter is close to 1, the algorithm has reduced the uncertainty considerably, relative to the
prior; when it is close to zero, it has reduced it very little, in comparison with the prior. By
studying the figure for the MCMC algorithm (orange) and comparing with EKS for increasing
J (green), we see that for J around 2000 the match between EKS and MCMC is excellent.
We also see that for smaller-sized ensembles there is a regularizing effect which artificially
reduces the posterior variation for larger k. On the other hand, the lower panel in Figure 3
allows us to identify the location of ensemble density by plotting the residuals u\prime k  - (u\dagger k)

\prime for
every component k = 1, . . . , d; in particular we plot the algorithmic mean of this quantity
and 95\% confidence intervals. It can be seen that the ensemble is well located, as most of
the components include the zero horizontal line, meaning that marginally the distribution of
every component includes the correct value with high probability. Moreover, we can see two
effects in this figure. First, the lower variability in the first components also shows that there
is enough information on the observed data to identify these components. Second, it can be
seen that for very low sized ensembles the least important components of u incorporate higher
error when comparing the green EKS samples with the orange MCMC samples.

Overall, the mismatch between the results from EKS and the MCMC reference in both
numerical examples can be understood from the fact that the use of the ensemble equations
(2.13) introduces a linear approximation to the curvature of the regularized misfit. This effect
is demonstrated clearly in Figure 1, which shows the samples from EKS against a background
of the level sets of the posterior. However, despite this mismatch, the key point is that a
relatively good set of approximate samples in green is computed without use of the derivative
of the forward model \scrG in both numerical examples; it thus holds promise as a method for
large-scale nonlinear inverse problems.

5. Conclusions. In this paper we have demonstrated a methodology for the addition of
noise to the basic EKI algorithm so that it generates approximate samples from the Bayesian
posterior distribution; we call this method the ensemble Kalman sampler (EKS). Our starting
point is a set of interacting Langevin diffusions, preconditioned by their mutual empirical
covariance. To understand this system, we introduce a new mean-field Fokker--Planck equation
which has the desired posterior distribution as an invariant measure. We exhibit the new
Kalman--Wasserstein metric with respect to which the Fokker--Planck equation has gradient
structure. We also show how to compute approximate samples from this model by using a
particle approximation based on using ensemble differences in place of gradients, leading to
the EKS algorithm.

In the future we anticipate that methodology to correct for the error introduced by the
use of ensemble differences will be a worthwhile development from the algorithms proposed,
and we are actively pursuing this [17]. Furthermore, recent interesting work of N\"usken and
Reich [69] studies the invariant measures of the finite particle system (2.3), (2.4). The authors
identify a simple linear correction term of order J - 1 in (2.3) which renders the J-fold product
of the posterior distribution invariant for finite ensemble number; since one of the major
motivations for the use of ensemble methods is their robustness for small J , this correction is
important.

We also recognize that other difference-based methods for approximating gradients may
emerge and that developing theory to quantify and control the errors arising from such
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difference approximations will be of interest. We believe that our proposed ensemble-based
difference approximation is of particular value to the growing community of scientists and
engineers who work directly with ensemble-based methods because of their simplicity and
black-box nature. In the future, we will also study the properties of the Kalman--Wasserstein
metric, including its duality, geodesics, and geometric structure, a line of research that is of
independent mathematical interest in the context of generalized Wasserstein-type spaces. We
will investigate the analytical properties of the new metric within Gaussian families. We ex-
pect these studies will bring insight to designing new numerical algorithms for the approximate
solution of inverse problems.

Acknowledgments. The authors are grateful to Jos\'e A. Carrillo, Greg Pavliotis, and
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